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Machine Learning Reply, a Reply AG company
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MACHINE LEARNING
From strategic approach to implementation and
operation, Machine Learning Reply covers the entire
lifecycle on generating data and turn valuable insights
into efficient actions.
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Goal: intelligent coupon assignment for new partner
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Customer: Benefit Program, running personalized and partner-specific
promotions

Problem:

« for new partners, no usage data
exists yet

» existing personalization models
fail




Goal: intelligent coupon assignment for new partner

¢ A lot existing A

data

\ Cooperation with
many Partners
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* Happens
frequently

* nO data in the

5 beginning
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« SparkML
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How we tackled it Julia Hans Franziksa e

Georg |no~is! Peter

CENNIE
(o if someone uses A | Demands

a coupon, also .
P « want to send out precompute

play it out to . similar customers
similar customers new coupons in « KNN
realtime
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\ Snowball _ )
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Input Data Challenge
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'« User * Partner Matrix ) Problems Q:ompare different... A

. Eg{‘;"dogéeu”pghniy haved . Curse of + distance functions
. 30+ Mio. Users Dimensionality « dimension reductions
« 650+ Partners * need to scale * KNN approximations

using Spark
e |NPUT Data g SO
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high dimension is n>9 IR E R

""" Worse yet, when n>9, we have [...]that T, > 2,
and thus the point ( Ty,0,0,...,0) on the central
sphere lies outside the hypercube of side 4,

even though it is "completely surrounded” by the
unit-radius hyperspheres
that "fill" the hypercube (in the sense of packing it).
h be of side 4 " " .
(ggce;gg \m jr'“sradius spheres) The centra{ spI?ere .bulge.s outside the hypercube
in high-dimensional space.

mirn

radius of inner sphere:
https.//stats.stackexchange.com/questions/99171/why-is-euclidean-distance-not-a-good-metric-in-

i \/ﬁ L] high-dimensions
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3. DIMENSION
REDUCTIONS




Collaborative Filtering = Matrix Factorization
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Word / User

Topic Modelling = Probabilistic Matrix Factorization

Word / User

Document / Partner

Wwd

small

small

Document / Partner
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p(wql|b, B) =< 04., B.,, >,Vd, w
ri; = < uj,mj >, Vi,J

* Document-WordProbability — wg4

matrix

- Document-TopicProbability @
matrix

» Topic-WordProbability B
matrix

M.Hoffman et al. 2010
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Approximate KNN
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Problem:
« Brute Force KNN is quadratic in runtime

« Computation time: a whole month
(on-premise)

Best Solution:
« Approximate with Local Sensitive Hashing (LSH) |010 @
« Computation Time: 3 hours
« Constraint: Only subset of metrics supported /\
« Still challenge to scale this properly

https://github.com/linkedin/scanns
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Results

Target Score: How many neighbours actually use coupons at
the same Partners?

Distance: Cosine Distance

Dimension Reduction: Collaborative Filtering worked best for
Dimension Reduction

Approximation: LSH was that good in final performance, that
we haven't used dimension reduction at all in the final KNN

Running now in production
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Summary

* Intelligent coupon selection without having training data
» Snowball idea + realtime requirement
* Curse of Dimensionality, n > 9

 Collaborative Filtering / Topic Modelling
= Matrix Factorization / Probabilistic MF

» Best scalable KNN Approximation: LSH
* In production out there and assigning coupons today ©
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HEY, A.SQUARi; SN FUAT
) " \HATS uP?

T JUST SPENT AN HOUR

PLAYING A DEMO OF THIS

YD GAME CALLED

MIEISAIUE.

| TRYING T JUMP FRoM

BLOCK TD BOCK. N
FOUR DIMENSIONS
HURT MY BRAIN.

¥

| SC I APOLOGIZE FORGIVING | | ALSO I APOLOGIZE FOR

YOU A HARD TIME WHEN YOU | | DRAWING ARMS, LEGS, AND

WERE SLOW TO UNDERSTAND 3D EYES ON YOU TO MAKE YOU

SPACE. I SMPATHIZE NOW. LOOK LIKE SPONGE[R0B.
K THAT WAS OUT OF LINE.

Thank you very much for your attention!

REPLY

s.sahm@reply.de
We are hiring!



