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ZALANDO - FASHION E-COMMERCE AT A EUROPEAN SCALE

~ 6.5billion EUR

revenue 2019

~ 145
million

orders
in
2019

~ 14,000
employees in
Europe

 >70%
of visits via  
mobile devices

31
million
active customers

> 500,000
product choices

> 2,500
brands

17
countries
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Deep Learning



AN EXEMPLARY LEARNING PROBLEM - FASHION MNIST

MNIST [LeCun et al., 1998] Fashion MNIST [Xiao et al.,  2017]

Supervised Learning Task

● learn on pairs of images 
and classes

● predict unknown class for 
novel image

Proven Best Solutions: Deep Learning

● Define architecture
● Define objective / loss function

Optimize loss on data

Urs Bergmann | Zalando Research
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Generative Modeling: a difficulty with hand-engineered losses

● hand-engineered losses are problematic, e.g.

● MSE corresponds to isotropic Gaussian

● assumes independence and optimizes for mean!
hence results in blurry images!
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Possible Improvements
● VAE [Kingma&Welling, Rezende et al., 2014]

● AR models [Bengio&Bengio, 2000]

● Flows [Rezende&Mohamed, 2015]

● GANs [Goodfellow et al., 2014]
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Generative Adversarial Networks [Goodfellow et al., 2014] 

Core Idea

● simple noise prior
● target: transform prior to to data distribution

● solved via two-player game:
○ G: generate data from distribution
○ D: estimate probability of generated vs. real 

data

Discriminator

Generator

Latent 
Variable

Real Data

Real
or Fake?

Generated 
Data

Original Training Value Function
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Generative Adversarial Networks

Advantages
● no need for loss in image space
● state-of-the-art image sampling/modeling

Difficulties & Limitations
● implicit model - no likelihood & inference
● training hard & unclear best objective
● mode-collapse
● no fine-grained control over output
● fixed & limited output dimensionality
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Selected Improvements

● DCGAN  [Radford et al., 2016]

● WGAN [Arjovski et al., 2017]

● WGAN-GP [Gulrajani et al., 2017]

● SAGAN [Zhang et al., 2018]

● SN-GAN [Miyato et al., 2018]

● StyleGAN [Karras et al., 2018]

● BIGGAN [Brock et al., 2019]

● StyleGAN2 [Karras et al., 2019]

[K
arras et al., 2019]
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Fashion Design



Discriminator

Generator

Texture
(512-dim)

Color
(3-dim) Mask 

Embedding 
Network

Shape
(128x128)

Real Images
(128x128)

(512-dim)

Generator 
Losses

Real
or Fake?

Color 
Estimation

Color
(3-dim)

Real Masks
(128x128)

Disentangling Input Conditionals
[Yildirim et al., 2018]

Controls & Attributes

● Color
○ 3-dim, RGB

● Texture (local structure)
○ 512-dim

● Shape (mask)
○ embedded into 512-dim

“Improved Training of Wasserstein GANs” 
[Gulrajani et. al., 2017]

“Conditional Image Synthesis With Auxiliary Classifier GANs
[Odena et. al., 2017]

Discriminator Loss
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Learning to Try On 
Clothes
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SWAP ARTICLES ON PEOPLE: CAGAN [Jetchev and Bergmann, 2017]

Blue Dress 

Image

MISSING!
NO TRAINING DATA!
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SWAP ARTICLES ON PEOPLE: CAGAN [Jetchev and Bergmann, 2017]

Implicitly Learned Segmentation

Limitation

● fine details hard to learn
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Configuring Pose & Outfits  [Yildirim, Jetchev, Vollgraf, Bergmann, 2019]
un

co
nd

iti
on

al
 m

od
el

co
nd

iti
on

al
 m

od
el

Method

● extend StyleGan [Karras et al, 2019]

● condition on article & pose 
embedding + random vector

Data
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Configuring Pose & Outfits - Unconditional Model Results
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Configuring Pose & Outfits - Conditional Model Results
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Time Series 
Forecasting: 

Sales Prediction
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Starting out probabilistically: DeepAR model [Salinas et al., 2017]
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Starting out probabilistically: DeepAR model
training:
loss is log likelihood of 
observed value 
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Starting out probabilistically: DeepAR model
inference:
sample from distribution to 
get quantiles etc.
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Simulator runs for two articles

averaged simulations simulation 1 simulation 2
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Starting out probabilistically: DeepAR model [Salinas et al., 2017]

Limitations

● distribution needs to be specified

● time-series modeled independently
○ no article interactions!
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Learning a multi-variate distribution: RealNVP [Dinh et al., 2016]

Idea

● for all bijections f it holds

● affine coupling layer

● inverse of coupling layer
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RealNVP [Dinh et al., 2016]

Why is this great?

● affine coupling layer

● has Jacobian

● efficient to calculate!
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Conditioned Temporal Flows [Rasul et al., 2020]

Key Idea

● combine autoregressive model (e.g. LSTM)
with conditional Flow model

Advantages

● learns distribution model from data
● able to model interactions of time-series
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Performance on real-world data sets
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CONCLUSION

Generative Image Modeling

● supervised losses + deep learning work excellent on many tasks

● extension of conditional GANs allow conditional image creation 
for real-time fashion exploration

● GANs allow generation of data even in face of lacking training 
data

Time-Series Modeling

● Combining Flows with AR models yields powerful multi-variate
time-series models
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● Kashif Rasul
● Ingmar Schuster
● Saboor Sheikh
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We’re hiring!

jobs.zalando.com


